
Takeaways
● LLMs can beat humans on 

targeted eval, but real-world 
optimization is 
multi-objective—local gains often 
harm global performance (low 
MIP).

● Human baselines help anchor 
evaluations and reduce data 
leakage.

● Benchmark functions provide 
dense, informative reward signals 
for learning agents.

● Human and agent patches target 
different areas—combining them 
can amplify gains.
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Can coding agents 
optimize software 

performance as well 
as humans can?

Problem
https://github.com/formula-code

FormulaCode is a continuously updating benchmark that complements 
SWE-Bench in evaluating optimization agents (like AlphaEvolve)

🏎 Coding Agent

Current coding benchmarks present an incomplete picture of 
coding performance.

Benchmark # Tasks Data Source Evaluation 
Modality

Search 
space

Synthesi
s Scope

Live 
Updates

Data Leakage 
Helps?

FormulaCode 440++ Github  Performance 
Benchmarks Large Repo Yes No, human 

relative perf.

SWE-Bench 2292 Github

Unit Tests Small

Repo No
Yes, hidden 

test set 
needed.

LiveCodeBench 300++ Competitive 
Programming File Yes

Yes, continual 
updating 
needed.

CruxEval 800++ Autogenerated File  No No, synthetic 
tasks

Benchmark Construction
Sample human improvement on asv benchmark FormulaCode composition

Agent / Model FormulaCode Evaluations

Motivation

https://github.com/formula-code

